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Abstract. As the value of oak wood increases, it is necessary to think of solutions that help make use as much 

material as possible during the industrial processing of wood. In order to study the possibilities of efficient use of 

wood, the specific oak wood features and defects were compiled from images obtained on a scanner prototype. 

The scanner, based on two TeleDyne Linea line cameras, captured high-quality images at 17,000 by 900 resolution. 

When the images were marked, two different mask r-cnn models were trained, using the instance segmentation 

method. The original model (first) contained only the data obtained from the scanner, while the training of the 

second model used the original images and additional images that were artificially adjusted to expand the data set. 

New images where generated using keras framework. There were only two data augmentation methods used like 

“brighten change” and “gaussian noise”. These methods where chosen, because they did not change the object 

physical location on image. All new images where generated based on labelled images, that way the new images 

did not need to be relabelled. The original image json file was attached to artificially generated images. By using 

this method, a lot of marking process time saved. The original model showed an average of 73%, while the second 

model, which used data augmentation, improves the accuracy of the guess by an average of 16%, reaching an 

average of ~ 89%. The resulting network model was successful in identifying and localizing problems specific to 

oak wood. 
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Introduction 

Defects in material (oak wood boards) processed in industrial processes are largely determined by 

the use of human resources, which makes it a very expensive and time-consuming process. In order to 

make significant improvements, it is intended to involve machine learning [1] techniques more 

efficiently to improve these processes. Technology implementers will also be able to save at the expense 

of material consumption by using higher value-added products. 

For improvements, the timely identification of defects involves the use of image classification [2] 

techniques for wood defect recognition, based on convoluted neurons networks [3]. Image classification 

is based on a process, during which spectral classes are transformed into an information class. 

Information classes are categories of interest which, in our case, is a sound knot, dead knot and shakes. 

Typically, the class is assigned to entire image. Using image classification solutions, we get the entire 

image class, yet to resolve the problem and find all the defects, more broadly approach has to be used, 

like instance segmentation, to get all object prediction [4]. The advantage of image segmentation in the 

identification of objects is that it is possible to identify all interest objects in the image and it is possible 

to identify the location of the objects and their physical properties like size. 

Segmentation is part of computer vision in artificial intelligence. It aims not only to identify the 

class of objects in the picture, but also to give a little more insight into the physical characteristics of the 

object, such as, texture, colour, and physical size of the object. To achieve this result, the image 

segmentation process classifies the pixel of each image and then groups along the relevant segments of 

the object classes. Each of these pixels has a common characteristic, such as colour or intensity. The 

nearby objects differ drastically in relation to these characteristics. 

The techniques used for image segmentation allow resolving a number of major problems that 

occurred due to not having detailed information about the objects. Other image classification methods 

could only provide information about a complete image set.  

Segmentation techniques are widely used in medicine, where, due to the benefits of segmentation, 

human cells are studied, and it is possible to identify harmful cells or cancer [5]. Another industry where 

segmentation techniques are beneficial, is mechanical engineering [6]. 
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Materials and methods  

An industrial prototype of a scanner was created to produce images for the study and analysis. 

Prototype can be viewed in Fig. 1. High-resolution images of wood boards were taken. The prototype 

was powered by a belt conveyor with attachments. The physical dimensions of the belt are 0.3 by 3.2 

m, providing a feed speed: 30 to 45 m min-1. Two “TeleDyne Linea” [7] cameras provided image 

capture. The picture of the top side of the board was captured by the “TeleDyne Linea” bilinear line 

camera with a resolution of 4 k (resolution 10.72 px mm-1), while the bottom of the image was captured 

with “TeleDyne Linea” colour camera with a resolution of 2 k (resolution 5.68 px mm-1). 

To have a consistent light in all of the images, two additional lights were attached to the prototype. 

The lights provided brightness of 16mil lux and white colour light – 6000K. 3D triangulation provided 

at image acquisition. 

 

Fig. 1. Scanner prototype 

Acquisition of images and objects of interest 

A high-resolution prototype captured images of oak wood boards. The physical parameters of the 

scanned boards are as follows: 

• width: 100 to 240 mm 

• thickness: 3 to 40 mm 

• length: 250 to 3000 mm. 

Together, about 175 oak wood board images were captured, with a resolution of 17000 by 900. 

Considering that the image resolution is very high, each image was divided into smaller images in size 

900 by 900, so the total number of images after splitting was approximately 2,000.  

The following values were obtained after analysis of images that included sorting images. Only 

images of oak wood were selected where each of the wood’s specific features or defects could be visually 

observed. The list of observed features and defects can be seen more accurately in the table (Table 1). 

Based on the data in this table, a training data set was created for the chosen model Mask R-CNN [8]. 

The class, with the highest number of units, was the small black pins, in which also all the small visual 

defects that resembled small dots (but they were not the marks of insects) were counted in. 

Table 1 

Identified oak wood features and defects 

Feature/defect type Number 

Bark 32 

Open knot 12 

Dead knot 41 

Small black pins 216 

Not milled surface 44 

Shake 193 

Sound knot 53 

Sapwood 31 
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Expanding a dataset 

It was taken in account that the data set must become more populated, and the chosen model cannot 

be subjected to data memorization, which can be described as a problem in the dataset. The methods of 

data augmentation were considered [9]. In view of the fact that wood board has a distinct structure and, 

for example, by applying augmentation techniques such as: rotating the image 90°, 180° and 270°, 

trimming the image along the vertical and horizontal axis could influence overall accuracy. Due to the 

impact on accuracy, these methods were not applied. The most basic methods of increasing data, 

included image dividing in several areas of the image, applying grain effect, and changing the 

background brightness. When the base image is divided into several areas, it ensures that the objects of 

interest in the image are often divided into several images. Such a method could be compared to 

randomly trimming the image, thus changing the visual appearance of the object of interest. For 

example, see Fig. 2. As these images appear to have common characteristics, these three parts were 

combined in one image before the data were increased. 

 

Fig. 2. Wood image is divided by 900x900 px 

Data marking  

Previously prepared images have to be processed with special software so that objects of interest 

are identified on the image and annotations are applied to these objects. You must have “LABELME” 

installed on your computer to start making annotations. This software can be found in GIT [10] and is 

available to the public for free. The software allows to assign a class that describes the object to each 

region of interest that is highlighted with polygon or image. After processing the image, you need to 

save a new file that describes an object that has only been identified during the image labelling process. 

Considering that data augmentation methods were applied to the training image data set, the newly 

created files for which image transformation functions have been applied should be associated with the 

json (JavaScript Object Notation) format file created by the base image “LABELME”, which stores the 

coordinates of the points on the objects marked in the image. If augmentation methods that change the 

location of region of interested in some way are used on the data set, these images must then be re-

labelled, because the objects of interest have changed the coordinates of the points. 

Architecture of Mask R-CNN 

Mask R-CNN [8]is a framework for object segmentation that can identify not only the location of 

each object, but it is also able to detect the mask of the object of interest. The main direction in this 

method is the instance segmentation. Segmentation can be described as image classification at pixel 

level, which means that a pixel of each object of interest is assigned to a class. [11] Mask R-CNN is an 

expanded Faster CNN [12] model that has an additional expansion branch attached, specifically to define 

masks for objects of interest, in addition to the two branches already in place, where one of the branches 

classifies the object, but the other one determines the highlighting box for the object of interest. [5] This 

framework works at two tiers: the first tier scans the image, and searches for regions that may contain 

any object of interest, by scanning and using the RPN [12] algorithm. The second tier, a class and 

bounding box is predicted in parallel, and Mask R-CNN generates a binary mask for each object of 

interest [8]. 
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Training  

For training purposes, we used the Detectron 2 library [13], which offers previously practiced 

network weights. For the training process we had to register a new set of training data that will be used 

during the training process. To improve the process, the network model was trained based on ResNet50 

Backbone [14]. This is a pretrained model that has been trained on COCO Train 2017 data and is 

available for use through the Detectron 2 Library. Before starting the training process, you need to set 

up Mask R-CNN configuration. All the used configuration parameters are shown in Table 2.  

Table 2 

Mask R-CNN configuration 

 

The training process lasted 1300 iterations, during which an error was actively calculated for each 

interest object by a formula (1): 

 𝐿 =  𝐿𝑐𝑙𝑠 +  𝐿𝑏𝑜𝑥  +  𝐿𝑚𝑎𝑠𝑘, (1) 

where 𝐿𝑐𝑙𝑠 – classification loss; 

 𝐿𝑏𝑜𝑥 – bounding box loss; 

 𝐿𝑚𝑎𝑠𝑘 – mask loss. 

In the training process three different errors were calculated on data extracted from the training 

process. Error rates are shown in Fig.3., Fig.4., Fig.5 from which the mean loss value was extracted, 

calculated using the formula above. 

In the second Mask R-CNN model training, we used images that were used in the first model 

training and images that were generated using data augmentations methods, like brightness change and 

gaussian noise. From data augmentation we gathered about 1200 new wood defect types to learn our 

new model. These methods were used because they did not change the location of objects of interest, so 

artificially generated images should not have been marked independently. Highlighted objects 

coordinate inherited from original images. TensorFlow tensorboard tool was used to draw graphics. 

These graphics were based on exit data written in the training process of the library used, which stores 

all information about the errors already listed, in each iteration step. 

Results and discussion 

Our trained model was tested on 8 different oak -wood feature and defect types that are listed in 

Table 1. Considering that number of training images was fixed and did not consist of large numbers of 

samples, a satisfactory result was obtained with a total accuracy of ~ 73%. The training process has been 

Parameter Value of parameter 

DATALOADER.NUM_WORKERS 2 

MODEL.WEIGHTS COCO-

InstanceSegmentation/mask_rcnn

_R_50_FPN_3x.yaml 

SOLVER.IMS_PER_BATCH 2 

SOLVER.BASE_LR 0.00025 

SOLVER.MAX_ITER 1300 

MODEL.ROI_HEADS.NUM_CLASSES 9 

 
  

Fig. 3. Class loss per iteration Fig. 4. Mask loss per iteration Fig. 5. Box loss per iteration 
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performed several times because of the number of marked images was constantly enlarged, and we had 

to be sure that our model is trained on a good amount of data. The marking process was slow because 

the time spent on a single image was approximately 5 min.  

Our second model performed much better. After data augmentation, the new model was tested on 

the basis of the same test images. The average accuracy of the second model increased by about 16%, 

reaching an average of ~ 89%. 

When we added some new materials to the training set, we retrained our model and tested it to the 

same testing images. On 20 new labelled images, it gained about 1% in precision increments. Such an 

increase was mostly observed for those classes where the number of objects was relatively expressed in 

additional data. More accurately, the model was able to recognize the small black pins in the test images. 

The total number of these class interest objects was 216. The precision test was conducted with 

approximately 130 randomly selected images that were not used in the training process, to ensure that 

the trained model has not memorized the locations of the objects of interest for these images. Visual 

prediction example is in Fig. 6.  

 

Fig. 6. Image prediction example 

Class detection results are displayed in Table 3. 

Table 3 

Detection results of each defect type 

Table 3 shows that a dead knot was best recognized feature, with 92% returning the correct class. 

On the other hand, the algorithm had problems identifying a sound knot. The reason may be not enough 

samples of the sound, and it is possible that the sound knots are very close to the common colour of the 

structure of the board after the extreme of the image class spectrum. 

Wood defect identification research is not new. There are several recent publications based on wood 

defect image processing. Some of them used residential network architecture to gain better prediction. 

[15] This study resulted in nearly 95% accuracy. However, since the classification of objects were used, 

Feature/defect class Number Detected False detected 

Open knot 3 2 (66.7%) 1 (33.3%) 

Dead knot 14 13 (92.9%) 1 (7.1%) 

Small black pins 58 45 (77.6%) 13 (22.4%) 

Shake 79 68 (86.1%) 11 (13.9%) 

Sound knot 17 7 (41.2%) 10 (58.8%) 
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developers cannot get information about the physical sizes of the wood defects. Which is essential in 

our study, it is also intended to replace the problematic spot with another area of the board. 

Conclusions 

1. Using data augmentation techniques, it is possible to improve the accuracy of the guess by about 

16%, reaching an average of ~ 89%.  

2. Mean average prediction ~73% show that use of algorithms is suitable for this type of task. 

3. Using image segmentation in wood defect recognition, the defect physical size is obtained, and the 

defect might be replaced with a sound wood patch.  
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